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Motivation
• Challenges in Scene Text Super-Resolution (STISR): Severe blurring in scene text images causes loss of essential 
strokes and textual information, significantly hindering readability and recognizability. 

• Existing Methods Limitations: Traditional methods rely on deterministic CNNs or integrate recognizers into the 
SR process, leading to suboptimal performance in handling severe blur and text clarity issues. 

• Goal: To enhance the resolution and legibility of low-resolution scene text images, ensuring the output aligns 
with the distribution of pre-trained text recognizers without needing retraining on a new distribution.



Contributions
• Introduction of Diffusion-Conditioned-Diffusion Model (DCDM): 

– A novel generative model for STISR that combines two diffusion models: 

* Latent text diffusion module for generating character-level text embeddings.

* Image diffusion module for super-resolution. 

• Character-Level CLIP (CL-CLIP) Integration:

– Aligns high-resolution character-level text embeddings with low-resolution embeddings, ensuring visual 
coherence and improved text fidelity. 

• Two-Stage Conditioning Approach:

– Conditioning the model on both the low-resolution image and character-level text embeddings from the latent 
diffusion model, enabling accurate text recovery.

• Extensive Evaluation: 

– Achieved superior performance over state-of-the-art methods on TextZoom and Real-CE datasets, demonstrating 
the effectiveness of the proposed method in text recognition and image quality enhancement.



Proposed Method
• Character-Level CLIP (CL-CLIP):

– Aligns the visual features of high-resolution text with their corresponding character-level semantics, 
ensuring that the super-resolved images are both visually accurate and textually meaningful.

• Latent Text Diffusion Model (LTD): 

– Captures text-specific embeddings from low-resolution images and refines them through a denoising 
process.

– Uses cross-attention to effectively align and integrate text and image data for higher-quality text 
representations.

• Image Diffusion Model (IDM): 

– Enhances low-resolution images to produce high-resolution outputs, conditioned on both image and 
text priors.

– Utilizes a stepwise denoising process through the Image Denoising UNet (IDUnet) to iteratively refine 
images.

• Hybrid Conditioning:

– Combines low-resolution image data and text embeddings to guide the model, enabling the generation 
of clearer and more accurate scene text. 



Proposed Method
• Objective Function: – The model minimizes the error between predicted and true noise during the diffusion 
process, formulated as:

• Proposed Method Architecture DCDM



Experimental Results
• Quantitative Results on Textzoom Dataset (Accuracy) • PSNR/SSMI Results on Textzoom

• Quantitative Results on Real-CE Dataset • Quantitative Ablation Study on Textzoom Dataset.



Experimental Results
• Qualitative Result on Textzoom

• Qualitative Results of Ablation Study



Conclusion
• Novel Approach for STISR: The proposed Diffusion-Conditioned Diffusion Model (DCDM) offers 
a unique method for scene text image super-resolution by incorporating two distinct diffusion 
modules for text and image denoising.

• Text Prior and Conditioning: The latent diffusion module generates text priors by mapping 
noise
to character embeddings, using low-resolution image encodings, and leveraging the CLIP-based 
character-level model (CL-CLIP).

• Comparison to Conventional Methods: Unlike traditional STISR approaches that rely on a text 
recognizer, DCDM eliminates the need for one, posing the question of whether it's necessary
during inference.

• Improved Performance: Experimental results on TextZoom and Real-CE datasets showed that
DCDM improves upon state-of-the-art methods quantitatively and qualitatively, with generated 
images maintaining high realism and fidelity.


