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• We aim to evaluate the capability of MLLMs on Image Quality Assessment (IQA) task

• We conduct a comprehensive and systematic study of prompting MLLMs for IQA
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Motivation
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Prompting MLLMs for IQA

• Prompting Strategies from Psychophysics

• Single-stimulus method
• Double-stimulus method
• Multiple-stimulus method
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Prompting MLLMs for IQA

• Prompting Strategies from NLP

• Standard prompting
• Chain-of-thought prompting
• In-context prompting



• Computational Procedure for Difficult Sample Selection
• Inference with MLLMs tends to be slow and costly

• First, they should be difficult, with a high likelihood of causing MLLMs to err

• Second, the selected samples should be diverse to highlight various aspects of MLLMs’ potential weaknesses in IQA

• Third, they should be consistent with small variations in individual quality scores

• FR Scenario:

• NR scenario:
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Computational Procedure for Difficult Sample Selection
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• Analysis of the Two IQA Scenarios
• No open-source MLLMs achieve satisfactory IQA 

results in the FR scenario regardless of the 
prompting system used

• Analysis of Psychophysical Prompting Methods
• For the three open-source MLLMs, the single-

stimulus method is the optimal choice
• GPT-4V benefits from multiple-image analysis, 

and performs optimally under the double-
stimulus chain-of-thought prompting

• Analysis of NLP Prompting Methods
• In-context prompting is little likely to bring 

performance gains to the three open-
source MLLMs

• CoT prompting consistently enhances the 
performance of GPT-4V in conjunction with 
three psychophysical testing protocols and 
across nearly all visual attributes

Comparison of Nine Prompting Systems
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Findings

• Training instructions without 
multi-image VQA

• Prompting with chain-of-
thought method can provide 
accurate and reasonable 
results
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Further Testing on Difficult Data

• They perform poorly on color 
difference discriminating

• Instruction tuning on low-level visual 
data can boost MLLM quality-aware 
capability 
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• Different MLLMs admit different prompting systems to work optimally
• This suggests the need for a systematic re-evaluation of the recent progress

• There is still ample room in improving MLLMs (including GPT-4V) for IQA, especially for fine-grained quality 
discrimination and multiple-image quality analysis

• Directly fine-tuning open-source MLLMs on datasets with image quality descriptions may not be an effective 
strategy due to the risk of catastrophic forgetting
• Active continual learning and/or parameter-efficient tuning of MLLMs to strike a good balance between the 

specificity (to IQA) and the generality of open-source MLLMs

Take-home Messages

Catastrophic 
forgetting
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