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Motivation

Existing methods can not posses Semantic Perception 
and Navigation Capacity simultaneously.
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Motivation

The SN agent can achieve high
ImageNav success rate without
perceiving semantic clues.

Existing ImageNav pre-training dataset is not suitable 
for training a semantic navigation agent.
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Motivation

The images in ImageNav dataset suffer from unreas
onable category distribution.

A majority of the images
are meaning-less (wall,
ceiling, others…).
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Method: Entropy-minimized Goal View Selection.

Increasing the frequency of objects in images &&
Reducing the freq. of meaningless regions in images.



6

Method: Entropy-minimized Goal View Selection.

Step1: Selecting meaningful images from candidates.



7

Method: Perspective Reward Relaxation.

Step2: Relaxing the agent from pitch heading.
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Method: Semantic Perception Module.

Capture semantic similarity between observation and goal images.
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Method: Semantic Expansion Inference Scheme

Step 1: Cache representative image feature 
during pre-training.
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Method: Semantic Expansion Inference Scheme

Step 2: Enhance text feature by quiring
similar image feature during inference.
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Experiments on ObjectNav

We achieve SOTA on the ObjectNav task, even surpassing  
LLM-based methods in SR!
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InstanceNav vs. ObjectNav
Specific 

Destination

Complex
Instruction

“Chair” vs. “The bl
ack leather chair.”

Detailed description 
with attributes.

Intrinsic + Extrinsic
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Experiments on InstanceNav

We achieve SOTA on the both tracks of InstanceNav, 
including Text-goal track and Image-goal track.
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Experiments on InstanceNav

We achieve SOTA on the both tracks of InstanceNav, 
including Text-goal track and Image-goal track.
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Ablation Studies

All modules are crucial for our PSL agent.
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Qualitative Results
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Qualitative Results



Thank You!
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