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3D	Dense	Captioning

• 3D	dense	captioning	is	an	advanced	vision-language	task	that	aims	to	generate	multiple	detailed	
and	accurate	descriptions	for	3D	scenes.

• This	process	typically	involves	identifying	and	localizing	objects	within	a	3D	point	cloud	and	
describing	their	attributes	and	spatial	relationships.	
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GT: This is a black computer tower. It is 
located under a desk, under a monitor, 

at the far end of the room.



Motivation
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• Where	should	we	look	to	correctly	generate	this	caption?

This is a wooden chair placed under the desk. 
It is located right next to the window and 
furthest from the door next to the bookshelf.
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• However,	current	Transformer	Encoder-Decoder	architectures	allocate	a	single	query	to	a	single	
object	that	needs	to	generate	all	the	captions.

This is a wooden chair placed under the desk. 
It is located right next to the window and 
furthest from the door next to the bookshelf.
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object	that	needs	to	generate	all	the	captions.
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Focusing	the	attention	on	local	regions
èBetter	localization,	individual	object	attribute	detection
è Less	contextual	information,	suboptimal	relationship	classification
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• However,	current	Transformer	Encoder-Decoder	architectures	allocate	a	single	query	to	a	single	
object	that	needs	to	generate	all	the	captions.

This is a wooden chair placed under the desk. 
It is located right next to the window and 
furthest from the door next to the bookshelf.

Contextualizing	attention
èBetter	context	recognition,	better	relationship	caption	generation
è Lower	localization	performance,	sparse	attention	for	individuals
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We	independently	generate	context	and	instance	queries	
separately.

The	instance	decoder	decodes	a	set	of	objects	(																	)
while	the	context	decoder	decodes	a	set	of	context	queries	that	
can	combine	and	contextualize	the	objects	(																	).
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For	each	detected	object,	we	then	get	the	attention	score	with	
the	”contexts”	in	the	scene.

This	shows	an	abstract	contextualization	for	which	relation	
context	position	the	current	object	of	interest	is	participating.	
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Finally,	for	each	abstract	contextualization	for	
each	object,	we	calculate	the	attention	for	
individual	instances.

As	context	queries	represent	the	positional	
context	feature	for	the	relations	involving	a	
single	object	(			),	the	contextualized	object	
feature	aggregates	the	feature	of	all	the	
participating	objects	according	to	their	
attention	weight.
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Experiments
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• ScanRefer	dataset:
• The	descriptions	in	the	ScanRefer	include	depictions	of	the	target	object's	attributes	and	information	about	
the	spatial	relationships	between	this	target	object	and	other	surrounding	objects	within	the	same	space.

C	:	CiDER
	B-4:	BLEU-4
	M:	METEOR
	R	:	ROUGH-L
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• Nr3D	dataset:
• The	Nr3D	dataset	is	designed	to	evaluate	the	model’s	performance	in	interpreting	free-form	natural	
language	descriptions	of	objects	as	spoken	by	humans.

C	:	CiDER
	B-4:	BLEU-4
	M:	METEOR
	R	:	ROUGH-L



Qualitative	Results

19

:	Object	itself :	The	spatial	position	of	the	object	in	the	3D	scene
:	Relationships	between	objects. FTG. :	Failures	in	caption	generation	due	to	low	IoU

SpaCap3D : This is a couch. Its 
brown and blue and white in color
and is next to a table with a lamp
on top of it. Its located.

GT : The table is in the center of
the room. The table is a long
rectangle. 

Ours : This is a large rectangular
table. It is surrounded by chairs.

Vote2Cap-DETR : The table is in the 
center of the room. It is to the 
left of the table.

Ours : This is white radiator. It is 
under the window.

Scene0249_00|24|table

SpaCap3D : FTG.

3DJCG : FTG.

GT : It is radiator under a window. 
The radiator is to the right of 
the bed.

3DJCG : FTG.

SpaCap3D : The radiator is white
and short. The radiator is on the
wall between two windows.

Vote2Cap-DETR : This is a white
radiator. It is to the right of
the room.

Ours : The couch is the rightmost
one in the room. The couch is a
dark brown rectangle.

GT : There is a brown leather couch. 
Placed on the side of the wall.

3DJCG : The couch is the left of the
couch. It is to the right of the 
couch.

Vote2Cap-DETR : The couch is on the
right. It is to the right of the
room.

Ours : The chair is the northwest –
most one in the room. The chair is
black and has four legs.

GT : The chair is against the wall
in the back of the room. Its grey
and black and has wooden arms and 
sits next to a desk.

3DJCG : This is a black chair. It is 
to the left of the white table.

SpaCap3D : This is a brown chair. 
It is to the right of a white
chair.

Vote2Cap-DETR : This is a blue chair. 
It is to the right of the room.

Scene0535_00|15|chair Scene0277_00|12|radiator Scene0329_00|1|couch

Vote2Cap-DETR++ : FTG. Vote2Cap-DETR++ : This is a white
radiator. It is to the right of
the desk.

Vote2Cap-DETR++ : The couch is on
the right. It is to the right of
the table.

Vote2Cap-DETR++ : The chair is in 
the corner of the room. It is to 
the right of the table.
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