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Image Generation to Image Editing

Tim Brooks et al. InstructPix2Pix. CVPR 2023
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"Make it Autumn"

3D Scene Editing

• Application of Text2Image Diffusion Models

• Dataset Update with Edited Sample

• COLMAP Poses 

• 3D Model Training (NeRF or Gaussain Splatting)

Haque, Ayaan, et al. "Instruct-nerf2nerf: Editing 3d scenes with instructions." Proceedings of the IEEE/CVF ICCV. 2023.



Significance of 3D 
Editing

• Film and Television

• Video Games

• Architecture and Interior 
Design

• Virtual Reality (VR) and 
Augmented Reality (AR)

• Fashion and Retail
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3D Scene Editing Challenges
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• High Training Cost
o Large Training Time [24Hrs/scene- IN2N dataset]
o Extensive Computational Resources

• Undesired/ Unrestricted Editing
o Local Editing
o Color Saturation
o Single Object Editing

• Limited Applications:
o Texture Editing mostly
o Doesn't Support Geometric Editing

"Turn the ulldo er into red" " i e the tyres luecolor"

" i ehim lack  acket" " akehishair redandgi e him lue acket"
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Introduction

• Addressing limitations of InstructNeRF2NeRF
• 3D Editing Efficiency

• Quality of Editing

• Multi-Attribute

6Tim Brooks et al. Instruct- eR 2 eR . ICCV 2023



NeRF: Representing Scenes as Neural 
Radiance Fields for View Synthesis 
• Predict the color and volume density 

for every viewing location and 
direction

• Generating a view from NeRF 
requires rendering all rays that pass 
through each pixel of the desired 
virtual camera

• Training: Compute the squared error 
between rendered and true pixel 
colors

7Mildenhall, Ben, et al. "Nerf: Representing scenes as neural radiance fields for view synthesis." Communications of the ACM 65.1 (2021): 99-106.



LatentEditor Framework

RGB Images are converted into Latents using SD Encoder



LatentEditor Framework

Refinement adapter mitigates the misalignment 
in the latent space and encompasses a trainable 

adapter with residual and self-attention 
mechanisms.

These latent feature maps Z  serve as labels for LatentEditor NeRF initialization. 

Volume Rendering:

Reconstruction Loss:

Refinement Loss:

Training Loss: Controls the camera parameters optimization.



LatentEditor Framework

Adapter

(b) NeRF Editing
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After initialization: 
Consistently updates the training set with the edited latents, Ze.

LatentEditor Framework

Local Editing?

InstructPix2Pix
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(b) NeRF Editing

Dataset Update

z

z̃ z̃t

Ce

“Turn his hair into black”

z̃e

t

Edited Latent



LatentEditor Framework

InstructPix2Pix

Adapter

(b) NeRF Editing
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Delta Module

Prompt Aware Pixel Scoring:
• We design a delta module by modulating the IP2P diffusion process
• Aims to guide the editing by generating a mask



InstructPix2Pix
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Inference

Delta Module

LatentEditor Framework

The final prediction IP2P prediction after complete denoising merges 
with the unedited latent using the mask M:



(c) Delta Module

M 1-M

Denoising UNet

zΔt
z

Thresholding

Δe

LatentEditor Framework

Starting with noise addition to latent Zn up to timestep ∆t, we
obtain the noisy latent Zn

∆t

IP2P’s score estimation encompasses conditional and unconditional 
editing:

We calculate the delta scores using two noise predictions:

A binary mask, M can be generated by applying a threshold μ on ∆ε as 
following:



LatentEditor Framework

RGB image can be obtained by feeding the edited latent to the stable diffusion (SD) 
decoder D whereas E represents SD encoder.



Quantitative Results
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Datasets:
1.  IN2N
2. NeRF-Art
3. LLFF
4. NeRFstudio Dataset

Single Attribute Editing

Strong performance Better Generalization



Quantitative Results
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LLM Guided

Multi-Attribute Editing

No Method in the literature handles multi-attribute editing effectively. 



LatentEditor Qualitative Results
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Original Scene

Turn him into Einstein and Give 
him Superman Shirt

Turn his face into Joker and give 
his jacket batman suit touch

Give Him Moustache and Yellow 
Jacket



LatentEditor Qualitative Results
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Original Scene

Turn tyres into blueTurn Bulldozer into red Turn cones into purple



Ablations

• Editing rate vs training iteration #

• Editing rate:

• Dataset update frequency 

• Lesser training iteration in comparison to RGB

20

"Turn his head hair into black"



Efficiency Analysis

• Model processes 64 times fewer rays than its RGB counterpart

• Reduce the number of iterations by a factor of 64

• Nerfacto model 

• End-to-End:

• LatentEditor is 5-8 times faster than IN2N

21

Matrices IN2N LatentEditor

NeRF Feature Size 512×320 64×40

Model Initialization <400s >745s

GPU Consumption 1766MB 6778MB

“fangzhou-small(IN2N scene)”



Thanks
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