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• We propose image editing pipelines to revert unknown corrupted images into clean ones at test-time 

• Performance 

– To robustify a diffusion model, we propose corruption modeling scheme for inductive fine-tuning

• Efficiency 

1. We leverage pixel space diffusion  latent space diffusion : Improve time & memory efficiency

2. We distill diffusion model  consistency model : Improve time efficiency (20 steps -> ∼4 steps)
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• Test-Time Adaptation (TTA)

– Training data: 𝒟𝑡𝑟 = {𝑥𝑡𝑟 , 𝑦𝑡𝑟}, Test data: 𝒟𝑡𝑒 = {𝑥𝑡𝑒 , 𝑦𝑡𝑒}

– However, 𝑦𝑡𝑒 is not accessible and the source model is pre-trained only with 𝒟𝑡𝑟

– Using small-set of 𝒟𝑡𝑒 , TTA aims to efficiently boost the model performance at test-time

Introduction
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• Diffusion-based TTA Methods

– DDA aims to update the input images from all targets to the source domain 

– DDA enables direct use of the source classifier without adaptation

 It only supports pixel-level, large NFEs to revert the corrupt images

Back to the source: Diffusion-driven adaptation to test-time corruption (CVPR 2023)

* NFE : Neural Function Evaluation



• Diffusion-based Image Editing Methods

– InstructPix2Pix(IP2P) enables image editing through instruction fine-tuning 

– However, SD-based IP2P cannot generate de-corrupted (test-time corrupted) image

– Thus, we robustify diffusion models to be ready for the incoming unknown corruptions at the test-time

Introduction

5InstructPix2Pix: Learning to Follow Image Editing Instructions (CVPR 2023)

(a) Instruction-based Editing

(b) Limitations 

* SD: Stable Diffusion



• Comparisons with Other Diffusion-based Variants

– Editing) We enable image editing for incoming unknown corruption

– IR) We do not require any pre-defined corruptions or degradation kernels at test time

– TTA) We support highly efficient instant decorruption

Related Works

6



7

• Key Takeaways

a) We adopt IP2P pipeline to receive both text and image inputs

b) Universal prompt remains fixed during both training/inference phases

c) Decorruptor-DPM/CM model can be considered as an img2img translation model

Proposed Method : Overview of Decorruptor

• Overall Pipelines
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• Key Takeaways

a) We perform data augmentation in an on-the-fly manner with class-agnostic images (i.e., fractals)

b) This robustification of diffusion models has not been previously explored (using PIXMIX, SimSiam aug) 

c) We broaden diffusion model’s manifold by fine-tuning to edit corrupted inputs into clean ones

Proposed Method : Decorruptor-DPM

• Corruption Modeling Scheme

PixMix: Dreamlike Pictures Comprehensively Improve Safety Measures (CVPR 2022)

Exploring Simple Siamese Representation Learning (CVPR 2021)
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• Key Takeaways

a) At training time, we fine-tune U-Net of the diffusion model initialized from the checkpoint of SD-v1.5

b) At inference time, we utilized 20 DDIM steps and sqrt noise scheduling for the image guidance

c) As we receive corrupted input images, 𝜔𝐼 is sampled from 1.8 to 0 for 𝑡 ∈ [𝑇, 0]

Proposed Method : Decorruptor-DPM

• Scheduling Image Guidance Scale

Training

Inference
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• Key Takeaways

a) We distill CM on the same dataset (ImageNet) employed during the DPM training phase

b) At training time, we condition both learnable multi-modal guidance scales

c) At inference time, multi-modal CFG scales 𝜔𝐼 and 𝜔𝑇 obviates the need for guidance scheduling

Proposed Method : Decorruptor-CM

• Integrate Multi-Modal Guidance while Diffusion Distillation

Latent Consistency Models: Synthesizing High-Resolution Images with Few-Step Inference (arxiv 2023)

Inference

Training



• Qualitative Results of Image Editing for Unknown Corruptions

Experimental Results
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• Quantitative Results of TTA on Corruption Benchmarks

• Performances on OOD Datasets

Experimental Results
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(a) ImageNet-C

140x faster!



• Further Analysis

a) Effects of Our Multi-Modal Guidance Scaling on Consistency Model

b) Video Decorruption Results

Experimental Results
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• Further Analysis

c) Ensemble Stabilities: The number of ensembles to inference on TTA benchmarks

 The more ensembling samples, we can get the higher accuracies 

 We set 4 as the default number of ensembling samples

Experimental Results
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(a) ImageNet-C (b) ImageNet-തC



• We propose Decorruptor-DPM, a latent diffusion model with efficient memory and time utilization

 Revamp previous methods impractical for real-world usage due to its slow processing speed

• We introduce Decorruptor-CM, employing consistency distillation to accelerate input updates further

 Surpassing the baseline diffusion-based approach in speed by 100 times while delivering superior performance.

• We expect our novel corruption editing pipeline provides new insights for image-update TTA

Conclusions
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