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Introduction

Ø Problem: Inconsistent data annotation. Insufficient data variety.
Ø Objective: Employ multiple datasets. Eliminate data pre-processing.
Ø Key components: Training Strategy, Model Design.

Results

Methodology
Model Architecture Effect of PIE. Without PIE, the model 

generates unnatural face motion when input 
identity and out- put annotation mismatch.

The effect of PCA and DW. LVE values are evaluated on test set at 100th epoch. Training with both PCA 
and DW ensures training stability. Removing either strategy harms training robustness.

(a) The standard deviation of facial motion within each training set. 
The upper face of D1(Vocaset) shows little motion variation and is 
close to static. (b) The temporal statistics (mean and standard 
deviation) of adjacent-frame motion variation and the mean of per-
frame predicted-to-GT Euclidean distance within a sequence.

Quantitative results on BIWI-Test-A and VOCA-Test.

Quantitative comparison between single dataset training and mixed dataset training. 
The metric is LVE. L-[D*] denotes the eight individual models trained on each dataset. 
L-[D0-D7] denotes UniTalker-Large trained on A2F-Bench. L-FT denotes the eight 
models finetuned from L-[D0-D7]

Results
Comparison between finetuning Wav2vec2-xlsr-53 and 
UniTalker-L- [D1-D7] on D0. The x-axis is in log-scale.

The effect of pre-trained audio encoders. 


