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Bi-level optimization

Update transformation network 𝑻
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Motivation

Algorithms

Experimental Results

Post-Training Quantization (PTQ)

o PTQ is an effective approach for quantizing pre-trained models using a small

calibration dataset.

o Most previous works (e.g., QDrop, PD-Quant, and Genie) rely only on the original

calibration data for training and lack a validation set to validate the quantized

models. This could make the quantized models prone to overfitting.

Contributions

o A novel meta-learning-based approach to mitigate overfitting in PTQ

o We investigate various losses for training the transformation network to preserve

information from the original data, and introduce a margin loss to prevent it from

becoming an identity mapping.
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Regarding ℒ𝑣𝑎𝑙
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Properties of transformation network 𝑻
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o Prevent the transformation network from becoming an identity mapping.

Identity prevention
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Visualization
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✓ A transformation network and a quantized model are jointly optimized through

bi-level optimization.

✓ The outputs of the transformation network are used to train the quantized

model, while the original data is used to validate it.
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