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Mo#ve

Research Mo+ve

Semi-supervised domain adapta1on (SemiSDA) adapt the source model to the target domain using both 
labeled and unlabeled target data.

💁

🙋 How do we collect labeled data in target devices like smartphones or medical applica1ons?

🙍 Users can provide small amounts of feedback!
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Actually, users might be more likely to provide feedback when the model makes incorrect predic1ons. 
Did you consider this angle?

💁

Previous works hadn't considered that before. That’s an interes1ng observa1on! [doing some 
experiments...]

🤦

I've been looking into exis1ng SemiSDA methods, and I've no1ced they oMen yield subop1mal results 
in the scenario. 

🤷
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User Feedback

Rethinking user-provided feedback
● Users generally expect their feedback to be used as a basis of model improvement, mo1va1ng feedback on 

misclassified samples.

● For example, a radiologist might log a misdiagnosed chest X-ray by the model, as its accuracy directly impacts 
the pa1ent’s survival.
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User Feedback

Rethinking user-provided feedback
● Users generally expect their feedback to be used as a basis of model improvement, mo1va1ng feedback on 

misclassified samples.

● For example, a radiologist might log a misdiagnosed chest X-ray by the model, as its accuracy directly impacts 
the pa1ent’s survival.

● We introduce this novel view called Nega1vely Biased Feedback (NBF).
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Influence of NBF on SemiSDA
● We conduct extensive studies, revealing interes1ng insights:
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b. NBF causes the source model to be adapted with subop1mal results.
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User Feedback

Counterintui+ve Effect of NBF
● Our intui1ve reasoning probably suggests that NBF provides more informa1on than RF by correc1ng more 

source model deficiencies, and thus leads to beXer adapta1on performance. 

● Our work highlights the importance of careful design when using user feedback in real-world scenarios.
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Solu#on

Prerequisite: Previous SemiSDA methods
● Their model adapta1on combines cross-entropy loss for labeled data with consistency regulariza1on on mul1-

view unlabeled data.

6 J. Song et al.

compute the accuracy in the target domain, where the performance drop due
to domain shift is observed (98.5%→76.4%). Next, we simulate two types of
feedback (i.e., labeled data): random feedback and negatively biased feedback
following a previous SemiSDA setup and our setup, respectively. Specifically,
NBF is randomly selected among misclassified samples by the source model.
We find that random feedback (RF) points are evenly distributed, while NBF
points are biasedly positioned across each class cluster (refer to blue points in
the dashed circle in the center sub-figures).

To alleviate the performance drop caused by domain shift, we adapt the
model using the target data and a semi-supervised method, Pseudo-labeling [1].
This method iteratively optimizes the model by the cross-entropy loss computed
by the ground truth of labeled data and pseudo labels of unlabeled data in a mini-
batch (pseudo labels are predicted by the current adapting model so they can
be changed according to an updating decision boundary. Further comprehension
can be achieved by referring Appendix B.). The SemiSDA results are shown
in the right sub-figures, where we make two interesting observations: (i) the
distribution of labeled data can contribute significantly to a decision boundary
of the adapted model (red arrows in the figure), and (ii) the adapted model
under NBF has poorly improved performance compared with one under RF
(76.4%→88.1% with NBF, but 76.4%→91.7% with RF).
Unexpected influence of NBF. Our intuitive reasoning probably suggests
that NBF provides more information than RF by correcting more source model
deficiencies, and thus leads to better adaptation performance. However, we em-
pirically show that NBF can result in inferior adaptation performance due to its
biased distribution across each class cluster, as illustrated in Figure 3. Surpris-
ingly, we also show that this problem persists, even with other state-of-the-art
SemiSDA methods and large datasets for various DA benchmarks, including
image classification, semantic segmentation, and medical image diagnosis. Our
work highlights the importance of careful design when using user feedback in
real-world scenarios and, to the best of our knowledge, is the first study to un-
cover and analyze this phenomenon.

4 Approach
4.1 Prerequisite: Previous SemiSDA method

Previous SemiSDA and SemiSL works typically construct a mini-batch with
labeled data {(xb

lb, y
b
lb) : b 2 [1.. B]}, and unlabeled data whose size is µ times

larger than labeled ones {(xb
ulb) : b 2 [1.. µ·B]}, where B is the mini-batch size

for labeled data. To adapt the model iteratively, they compute the cross-entropy
loss H(·, ·) with labeled data and the consistency regularization to multi-view of
unlabeled data, which are formulated as the following:

Lsup =
1
B

BX

b=1

H(yb
lb, f✓(x

b
lb)), Lunsup =

1
µ ·B

µ·BX

b=1

H(ŷb
ulb, f✓(⌦(xb

ulb))), (1)

where f✓(·) is the output probability from the model, ŷulb denotes a pseudo label
obtained from f✓(!(xulb)), and !(·) and ⌦(·) represent weak and strong image
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● Exis1ng methods, overlooking the realis1c setup of NBF, suffer from inadequate adapta1on performance.
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● Exis1ng methods, overlooking the realis1c setup of NBF, suffer from inadequate adapta1on performance.

● we focus on developing a solu1on that (i) can easily combine with exis1ng DA methods without modifying their 
core strategies and (ii) can be applied to a wide range of benchmarks.
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Solu#on

Retrieval Latent Defending

Our RLD involves the following steps:
① Prior to each epoch, we generate a candidate bank of data points.
②~④ For each adap1ng itera1on, we balance the mini-batch by retrieving latent defending samples from the bank.
⑤~⑥ The model is then adapted using the reconfigured mini-batch and following the baseline SemiSDA approach.
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Experimental Results
● We evaluate NBF's unexpected influence using various benchmarks, including Image classifica1on🐕🐈, Medical 

image diagnosis🩻🏥, and Seman1c segmenta1on 🚗🚃. 


