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Goal: large-scale urban layout generation
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e.g., New Orleans



Example Results: 330 Cities in North America
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Realistic, Context-Sensitive, Scalable
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Observations: 

(1) Representation: Cities, communities, blocks, buildings, and roads are 

arbitrarily shaped and with complex topology.

(2) Context: Buildings, city blocks, and communities are built considering their 

neighboring structures and not in isolation.

(3) Prioritization: The stylistic and semantic importance, or priority, of city 

blocks and buildings varies.



Realistic, Context-Sensitive, Scalable
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Approach: 

(1) A canonical hierarchical graph representation for an entire city.

(2) A self-supervised Graph-based Masked AutoEncoder (GMAE) for 

contextual sensitivity learning. 

(3) A priority-based scheduled iterative sampling for generation starting 

with any percentage of prior ([0, 100%]).



1. Canonical Representation for Arbitrary Layouts
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Example: a city with N nodes and K edges is represented by a total of (516N + K) variables.

The entire graph G corresponds to a city. Sub-graphs map to communities. Each node b represent a 

city block. Further, each node encodes its building layouts, shapes, and heights as a quantized feature 

by well-trained quantizer.
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Road Network

Block 𝒊

Edge Ft. : 𝒅𝒊𝒋
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Graph: 𝐺 = {𝐵, 𝐸}
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Building Block Community City = (𝟓𝟏𝟔𝑵 +𝑲) Ft.



2. GMAE Enabling Context-Sensitive Learning
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Training: self-supervised with dynamic masking ratios [0.5, 1.0] using 17.5M buildings and 1M city blocks 

spanning 330 cities containing thousands of communities.

GMAE learns the mutual relations between sub-graphs and smaller components. It captures the context relationship 

within the components of the graph G.



3. Priority-based Iterative Generation
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Sampling speed: In each iteration, the subset β(t) = 1 − cos(t/T) nodes are accepted, producing a full 

graph after T iterations.

Priority-based iterative generation produces city blocks with high confidence first and the rest afterwards. 

This hold for any percentage of starting prior. It aims to keep the best fidelity and diversity.



Results: Context Score
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Context Score (CTS) measures 

contextual diversity:

• CTS < 0 is over-diversity

• CTS > 0 is over-similar   

• CTS = 0 is same as ground-truth



Results: Qualitative Comparisons
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Our results improve on large-scale support, realism, diversity, and contextual harmonization.

Ours



Results: Quantitative Comparisons
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Our results improve on context sensitivity, fidelity, quality.



Applications: Socio-Economic Metric Prediction
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Applications: Customized Urban Layout Editing
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Future Work

14

1. Large-scale photo-realistic multi-view scene synthesis.

2. Digital Twin, City-scale 3D modeling. 

3. Synthetic data generation in autonomous driving and world model.
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