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Introduction

● 2D audio-driven talking face generation (a.k.a. face dubbing)
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[1] Prajwal, K. R., et al. "A lip sync expert is all you need for speech to lip generation in the wild." Proceedings of the 28th ACM international conference on multimedia. 2020. (Modified SyncNet)

Original SyncNet: Chung, Joon Son, and Andrew Zisserman. "Out of time: automated lip sync in the wild." Computer Vision–ACCV 2016 Workshops: ACCV 2016 International Workshops, Taipei, Taiwan, November 
20-24, 2016, Revised Selected Papers, Part II 13. Springer International Publishing, 2017.
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Introduction

● Problems:

○ SyncNet instability

○ Lip leaking from ID ref.

○ Unstable training
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Contributions

● AVSyncNet: Robust and shift-invariant version of SyncNet.

● Stabilized synchronization loss: Relative distance to alleviate AVSyncNet instability further.

● Silent-lip generator: Modify lips of the identity reference to mitigate lip leaking

● Identifying and analyse fundamental issues that harm lip-sync & visual quality
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AVSyncNet

● Similar learning strategy with SyncNet.

● More robust

● Shift-invariant
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Stabilized Synchronization Loss
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Silent-Lip Generation

● Implicit learning 

● Like talking face generation

● Without synchronization loss

● Inference: Silent audio as input
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Talking Face Generation
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Quantitative Results
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Conclusion

● Identified and analysed fundamental issues.

● Improved audio-driven talking face generation.

● Silent-lip generator to alleviate lip leaking

● AVSyncNet to improve lip-sync

● Stabilized synchronization loss to improve the 

lip-sync further

● SOTA results in most of the metrics
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Limitations:
● AVSyncNet’s unstable nature must be 

investigated further.

● Teeth are invisible in the identity reference due 

to the silent face generator, causes suboptimal 

teeth generation.
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Thank You! - Questions?
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Webpagehttps://yamand16.github.io/TalkingFaceGeneration/ Paper
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Qualitative Results
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Ablation Study
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