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Distribution shift: mismatch between training and test sets

P: training distribution (cheap)  Q: test distribution

Overview

TTT: adapt weights of a trained model to new test instant 

Goal: apply TTT for denoising to a single test image blindly



model
main head

auxiliary head

• Main head (denoising):
      regular supervised loss

• Auxiliary head (meaningful 
representations):
self-supervised loss

TTT framework

masked noisy img noisy img

Masked Autoencoders
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Train on P: ImageNet images with fixed Gaussian noise 
(variance 0.005)

Experiments



DIP S2S ZS-N2N Ours
Iterations 5000 150k 3000 8
Denoising 

time
7 mins 1.2 hrs 30 secs <1 sec





Conclusion

 Fast (milli seconds)
 Training set dependent

End-to-End TTT Zero-Shot

 Slow (minutes-hours)
 Training set independent
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