
Introduction

Video lane detection

− Detect lanes in a current frame by exploiting past information

− Help to identify implied lanes more reliably

− Still, lane occlusions are challenging factors

Recent work

Contribution

− Improve lane detection results in a current frame by exploiting an obstacle mask and 

memory information

− Introduce a novel training strategy for video lane detection

Proposed Algorithm

Overview

Encoding and decoding

− Given an image 𝐼, extract a convolutional feature map 𝐹

− From the feature map 𝐹, produce a lane probability map 𝑃 and coefficient map 𝐶

Latent obstacle detection

− Adopt a semantic segmentation algorithm

− Generate pseudo-labels of latent obstacles

− Train a lightweight obstacle detector

OMR

− Utilize the obstacle detection results from 𝐼𝑡,
previous output from 𝐼𝑡−1,

and memory information

− Perform a series of ConvLSTM operations

Data augmentation scheme

− Randomly select an object from the KINS dataset and then attach its full shape to the 

video frames

− Vary the size and position of the object linearly over frames

Experimental Results

Comparative assessment
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