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Referring Image Segmentation

● Given an image and a text, RIS predicts a segmentation mask of the object referred.
● The key to RIS is to discern the referent among visually similar objects via textual cues.

a young woman in blue 
shirt and striped pants 
sitting in the snow

a skier in an orange jacket 
bending over
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What makes RIS difficult?

● The difficulty of each RIS scenario can be affected by the degree of visual ambiguity in the scene 
given the linguistic complexity of the referring expression.
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Motivation - the gap between easy & hard scenarios

● We manually pick 100 easy and hard samples depending on the number of negative objects.
● A huge performance gap exists between easy & hard examples in current models.
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Motivation - training data challenging enough?

● Variant Inter and even Intra-dataset grounding difficulty levels exist in training data as well.
● We ask if these samples are challenging enough to discern subtle visual and textual nuance for RIS.
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Mosaic Image Augmentation for RIS

● In this work, we propose a data augmentation method that generates ambiguous examples
where a model is encouraged to concretely understand the scene and the query.

Figure 6. expected augmentation effect of our method

“A woman standing in front of the wall” “A woman standing in front of the wall”
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in front of 
the wall



7

Overall Pipeline

● NeMo: Negative Mining + Mosaic Augmentation
● Filtering is necessary for the right level of ambiguity, and to avoid invalid mosaics.

“the rightmost pizza 
on a paper plate”

“a man jumping 
with a skateboard”

easy invalid
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Overall Comparison

● Overall RIS performance (oIoU) comparison w/ and w/o NeMo
○ We observe a larger performance boost on more complex datasets. 
○ Harder datasets benefit more because of its intricate referring expressions and visually dense scenes.
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Comparison to other augmentation methods
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Detailed Analysis (1)
● Performance on Visually Challenging Scenarios

○ better in challenging cases with more negative objects.
● Performance w.r.t Query Complexity

○ robust at sentence lengths, even with longer complex ones.
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Detailed Analysis (2)
● Robustness on Object Scale

○ better in most object sizes, especially for smaller objects.
● Enhancement on Positional Understanding

○ better at positional keywords, even in long and complex queries.
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Qualitative Analysis (1)
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Qualitative Analysis (2)
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Summary

● We introduce NeMo, Negative-mined Mosaic Augmentation, a simple but powerful labor-free data 
augmentation method for Referring Image Segmentation.

● NeMo involves a systematic way to tune the dataset difficulty by generating training examples at a 
properly controlled difficulty.

● NeMo brings consistent IoU improvement over various state-of-the-art RIS models on multiple datasets.

● NeMo enhances both visual and textual understanding capabilities for segmenting the right target.


