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1. Background

The purpose of the Novel Class Discovery task:

 Retain the model's cognition of known 
class samples

 Promote the model's learning of 
unfamiliar novel class samples

Training samples:
 Known class samples with labels
 Novel class samples without labels

Evaluation:
 Accuracy
 Clustering accuracy



Motivations: Existing NCD methods focus on establishing a shared representation space for known and novel 
instances or classes. However, a long-neglected issue is the imbalanced number of samples from known and novel 
classes pushes the model toward the dominant party, making it challenging to trade-off between reviewing known 
classes and discovering novel classes.

2. Motivations

Analysis：
Inter-instance methods aim to explore 
relationships among instances via 
contrastive learning, rank statistics, 
consistency and regu larization, and 
example mixing.
Inter-class methods aim to explore 
relationships among multiple classes.

Can we use all sample information to review known classes and discover novel classes simultaneously?



3. Proposed Method



3. Proposed Method

 A mini-batch training set:

Two classification heads:

Preliminaries:

Similarity Score Matrix:

Pseudo-Label Synthesis:

Self Knowledge Distillation Objectives:



4. Experimental Results

Performance Comparison



4. Experimental Results

Ablation study about 
training losses

Ablation study about similarity score matrix



5. Conclusion

• We consider a practical but long-neglected challenge in the NCD task, i.e., the 
imbalanced number of samples from known and novel classes, making it difficult to 
balance reviewing known classes and discovering novel classes.

• We propose a simple yet effective SCKD method. SCKD can associate every sample 
for simultaneously reviewing known classes and discovering novel classes by building 
a cooperative learning paradigm.

• Extensive experiments on six benchmark datasets for novel class discovery show that 
the proposed method performs competitively and outperforms the state-of-the-art 
methods, demonstrating the effectiveness of SCKD.
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