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Motivation

Recent Generative Compositing Methods require a mask as 
input, defining the region of generation.

ObjectStitch
(mask-based 
SoTA model)

Song, Y., Zhang, Z., Lin, Z., Cohen, S., Price, B., Zhang, J., ... & Aliaga, D. (2023). Objectstitch: 
Object compositing with diffusion model. In Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition (pp. 18310-18319).



Motivation

Recent Generative Compositing Methods require a mask as 
input, defining the region of generation. This leads to several 
limitations:

Song, Y., Zhang, Z., Lin, Z., Cohen, S., Price, B., Zhang, J., ... & Aliaga, D. (2023). Objectstitch: 
Object compositing with diffusion model. In Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition (pp. 18310-18319).



Motivation

Recent Generative Compositing Methods require a mask as 
input, defining the region of generation. This leads to several 
limitations:

- Drawing an accurate mask can be non-trivial, leading to 
unnatural composite images.

Song, Y., Zhang, Z., Lin, Z., Cohen, S., Price, B., Zhang, J., ... & Aliaga, D. (2023). Objectstitch: 
Object compositing with diffusion model. In Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition (pp. 18310-18319).



Motivation

Recent Generative Compositing Methods require a mask as 
input, defining the region of generation. This leads to several 
limitations:

- Drawing an accurate mask can be non-trivial, leading to 
unnatural composite images.

- It limits the ability to synthesize appropriate object effects 
(i.e. long shadows, reflections).

Song, Y., Zhang, Z., Lin, Z., Cohen, S., Price, B., Zhang, J., ... & Aliaga, D. (2023). Objectstitch: 
Object compositing with diffusion model. In Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition (pp. 18310-18319).



Motivation

Recent Generative Compositing Methods require a mask as 
input, defining the region of generation. This leads to several 
limitations:

- Drawing an accurate mask can be non-trivial, leading to 
unnatural composite images.

- It limits the ability to synthesize appropriate object effects 
(i.e. long shadows, reflections).

- Background areas around the object tend to be 
inconsistent with the original background.

Song, Y., Zhang, Z., Lin, Z., Cohen, S., Price, B., Zhang, J., ... & Aliaga, D. (2023). Objectstitch: 
Object compositing with diffusion model. In Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition (pp. 18310-18319).



Motivation

Recent Generative Compositing Methods require a mask as 
input, defining the region of generation. This leads to several 
limitations:

- Drawing an accurate mask can be non-trivial, leading to 
unnatural composite images.

- It limits the ability to synthesize appropriate object effects 
(i.e. long shadows, reflections).

- Background areas around the object tend to be 
inconsistent with the original background.

Song, Y., Zhang, Z., Lin, Z., Cohen, S., Price, B., Zhang, J., ... & Aliaga, D. (2023). Objectstitch: 
Object compositing with diffusion model. In Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition (pp. 18310-18319).

We propose:

- Introduce novel task: “Unconstrained Image Compositing”
- Diffusion model for unconstrained image compositing, trained on 

synthesized paired data
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Mask-free: Creative Composite Image Recommendation

If an empty mask is provided, our model is able to automatically place the object in natural locations and scales in 
the image. These diverse composite images can be used as creative recommendations for the user.
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