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MOTIVATION

Goal: Predict the relationships (predicates) between objects within an image and generate a structured graph
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Characteristics of Datasets Used in Scene Graph Generation (SGG)

1. Semantic Overlap in Predicates: The predicates used to represent relationships often have semantic overlap.
e on, sitting on, lying on, riding, above
e attached to, mounted on, hanging from

2. Single Predicate Annotation: The relationship between object pairs is annotated with only a single predicate

* <man-on-horse> / <man-riding—horse> / < man —sitting on —horse >

3. Imbalance in Predicate Distribution

 Head class : on, has, near
* Tail class : lying on, mounted on



MOTIVATION

Characteristics of Datasets

1. Semantic Overlap in Predicates

2. Single Predicate Annotation

3. Imbalance in Predicate Distribution

. . . [@ (growing on) @ @ (attached fo) @]
Example: <fruit, tree> and <tire, bike>
» Due to characteristics 2 and 3, relationships are usually labeled with the single head class predicate "on”
* <fruit —on —tree>

e <tire —on — bike>

» However, even though both relationships use the predicate “on”, they have different underlying meanings.
Additionally, characteristic 1 suggests there are better predicates than "on" to represent these relationships.

* In<fruit —on —tree>, “on” is related to “growing on”
* In <tire — on — bike>, “on” is related to “attached to”

» But models trained heavily on the “on” fail to distinguish between <fruit, tree> and <tire, bike>, predicting
both relationships as simply “on”.



MOTIVATION

A single predicate can represent diverse semantics, which we define as semantic diversity.

Why Recognizing Semantic Diversity is Important in SGG?

If we can distinguish relationships that share the same predicate but have different semantics, we can:

* Represent <fruit —on —tree> as <fruit — growing on — tree>.
* Represent <tire — on — bike> as <tire — attached to — bike>.

O : relation feature

@ :relation feature between fruit-tree

This allows us to find more appropriate predicates for each relationship.

We propose a Semantic Diversity-aware Prototype-based Learning (DPL).
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1. Create prototypes corresponding to each predicate.

2. Capture semantic diversity through probabilistic method and matching loss.

3. Perform unbiased predictions based on learned semantic diversity information.




METHOD - ovERALL FRAMEWORK

DPL is divided into three main parts.
1. Protype-based Biased Training 2. Semantic Diversity Learning 3. Unbiased Inference
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METHOD - PROTOTYPE-BASED BIASED TRAINING
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Proposal Generation

* Objects O = {oi}ﬁ’l are detected using a pre-trained object detector.

Object Class Prediction

* Obtain the object feature =i = fonj(vi, bi, w;) and predict the class.

Predicate Class Prediction

* Combine subject, object, and union features to get the relation feature, and
then predict the class.

T = frez'.('l"“ée €Li, "lf??’)e Tisj = I p([:ﬁ?’r fj]) O Ujj, Pisj = érel(ﬁ%j)r

Prototype & relation feature
* Learnable prototype C'= {c1,¢2,...,¢p|}, where ¢; € R?

* Relation feature 2 = @p0;(), Where z € R4



METHOD - PROTOTYPE-BASED BIASED TRAINING

Prototype & relation feature
* Learnable prototype C' = {Cl, C2,...,ClP }, where ¢; € R?

* Relation feature 2 = Ppro; (r), where 2z € R?

The probabilistic of relation feature 2z belonging to the 1-th predicate class

p(i-th class | ) = Softmax(—a ||z — ¢y + b).
/Sec 3.2 : Prototype-based Biased Training\
Cross Entropy Loss (L. )
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METHOD - semANTIC DIVERSITY LEARNING

Recall that a single predicate may exhibit diverse semantics. Therefore, it is necessary to understand the range
that each predicate can represent and identify which parts correspond to which semantics.

We generate samples from each prototype to capture this phenomenon

(2)
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METHOD - semANTIC DIVERSITY LEARNING

Recall that a single predicate may exhibit diverse semantics. Therefore, it is necessary to understand the range
that each predicate can represent and identify which parts correspond to which semantics.

We generate samples from each prototype to capture this phenomenon

()

N samples s; = {SZ(-l), s, . p(s;i | i) ~ N (s, 03), where p; = ¢;, 07 = f,(¢;)

Orthogonal Loss

This is to prevent unexpected overlap during training caused by the symmetric nature of the Gaussian distribution
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METHOD - unBIASED INFERENCE

Due to data imbalance, relation features still tend to cluster near the head class.

During inference, predictions are made based on normalized distance utilizing variance, which captures

semantic diversity.

p(i-th class | z) = Softmax(—a’ H(z —cj)® Jj_lHQ +b),

{

p(i-th class | z) = Softmax(—a ||z — ¢, + b).
-1 xjllz—¢5]]
where o, " = O_;l) ; ﬁ e g;d)] and a’' = a - maxﬁr(xzj_;)gaj_1||2
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EXPERIMENT - mMAIN EXPERIMENT

Results from experiments conducted on the Visual Genome dataset

Metric : R@K, mR@K, F@K

Moded | PredCls | SGCls | SGDet

| R@50 / 100 mR@50 / 100 F@s50 / 100 | R@50 / 100 mR@50 / 100 F@50 / 100 |R@50 / 100 mR@50 / 100 F@s0 / 100

IMP 3 611/631 11.0/11.8 186/109 | 37.4/383 64 /67  109/114 | 236/287 33/41  58/7T2
KERN 658 /67.6 17.7/102 27.0/209 | 36.7/374 04/100 150 /158 |27.1/208  64/73 104 /117
GPs- Net 10| | 65.2/671 152/166 247/266 | 37.8/30.2  85/01  13.9/148 | 3L1/359  67/86 110 /139
BGNN [17] | 59.2 /613 304/329 40.2/428 | 374/385 143/165 20.7/231 |310/358 10.7/126 159186
UAT [11] | 55.7/57.9 309/334 39.7/424 | 331/344 17.5/188 229/243 | 245/289 141/165 17.9 /210
VTrans ' 65.7 /67.6 147 /158 24.0 /256 |38.6/39.4 82/87  135/143 [20.7/343 50/60  86/102
+ TDE 431 /485 246 /280 31.3/355 | 257 /285 129 /148 17.2/195 | 187/226 86/10.5 118 /143
+ DPL 56.2 /58.0 33.3/36.3 41.8/44.7|304 /329 16.3/18.2 21.2/23.4 104/242 11.2/13.7 14.2/17.5
Motifs |3 65.2 /67.0 148/ 161 24.1/260 |38.9/39.8 83/88  137/148 [32.8/37.2 68/79  11.0/139
+ Rwt 3 54.7 /565 17.3/18.6 263 /280 | 205/3L5 112 /1.7 162/17.1 | 244/293 9.2/10.9 134 /159
+ TDE [26] | 46.2 /514 255/20.1 320/37.2 | 27.7/209 13.1/149 17.8/199 | 169/20.3 82/98 110 /132
+ DLFE [3] | 52.5 /542 269/288 356/37.6 | 32.3/33.1 152/159 20.7/215 | 254/294 1L7/138 16.0 /1838
+ CogTre 35.6 /368 264 /20.0 30.3/324 | 216/222 149 /161 17.6/187 | 200 /221 104 /118 13.7 /154
+ PCPL [31] | 54.7 /565 243/26.1 33.7/357 | 353 /361 120/127 17.0/188 | 27.8/317 10.7/126 155/ 18.0
+ IETrans 54.7 /56.7 309 /33.6 305 /422 | 325/334 168 /179 222/233 | 264 /306 124/149 169 /20.0
+ DPL 544563 33.7 /37.4 41.6/44.9| 326/338 185 /201 23.6 /252 245/287 13.0 /156 17.0 /202




EXPERIMENT - asLaTiON sTuDY

Ablation studieson Nand Rin L,.qtch

As N increases, the overall R@K increases, while mR@K decreases (Table 3)
* Alarge number of samples is required to capture the semantic diversity of the head classes,

* whereas a smaller number of samples is sufficient to capture the semantic diversity of the tail classes.

When R is set to a small or large value, a decrease in performance is observed. (Table 4)

Table 3: Ablation studies on N. Table 4: Ablation studies on R in L.,atch-
N PredCls P PredCls
) R@50/100 mR@50/100 | F@50/100 R@SO,-"IOO 111R@50{,-*’100 F@E)O;"lOO

40.6 / 424 | 36.4 / 40.1 | 38.4 / 41.2 0.6  42.6 /455 25.0 / 29.5 31.5 / 35.8
5 | 50.5/52.6 344 /384 | 40.9 / 444 0.8 | 52.3 /57.7 24.0 / 28.3 32.9 / 38.0
10 | 52.1 / 54.0 34.1 / 37.7 | 41.2 / 444 1.0 | 544 /56.3 | 33.7 / 37.4 | 41.6 / 44.9
20 | 54.4 / 56.3 33.7 /374 | 41.6 / 44.9 1.2 | 60.2 /62.1 27.6 / 31.3 37.8 / 41.6
40 | 56.8 / 58.6 | 33.0 / 36.0 | 41.7 / 44.6 1.4 | 63.5 /65.5 | 209 /229 31.4 / 33.9
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EXPERIMENT - asLaTiON sTuDY

Ablation study on each component of DPL

1. Training the model with only cross-entropy leads to biased training.
* Orthogonal loss and matching loss alone do not prevent biased training.

2. However, conducting unbiased inference based on the learned variance is crucial.
* Reducing unexpected overlap through orthogonal loss also has a significant impact.

Table 6: Ablation study on each component of DPL.

Components of DPL PredCls
Loi Lovino Lomaren  EPIsed | pasg/100 | mR@s0/100 | Fas0,100
Inference ' ' '
v X X X 65.5 / 67.3 | 17.3 / 18.7 27.4 / 29.3
VA X X 65.3 / 67.1 | 16.7 /18.1 | 26.6 / 28.5
v X v/ X 65.1 /67.1| 17.2 /188 | 272 /294
v v v X 65.1 / 67.1 | 17.2 / 18.8 27.2 / 294
v X v/ / 63.0 / 64.8 | 24.7 /269 | 26.9 /355
VR v v 544/ 56.3 | 33.7 / 37.4 | 41.6 / 44.9




EXPERIMENT - quaLITATIVE ANALYSIS

Visualization of prototypes, sample and relation features.
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EXPERIMENT - PREDICTED DISTRIBUTION COMPARISION

Comparisons with baselines ( Motifs, Motif + re-weighting, Motif + DPL)
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Thank You!
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