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Background

• Histological whole slide images (WSIs) are 
commonly used to diagnose a variety of cancers, 
e.g., breast cancer, lung cancer, etc.

• Challenge: An WSI is often gigapixels. 
• Typical ML cannot process it.
• Labor-intensive to annotate

• Pipeline of Multiple Instance Learning (MIL):
• Crop it into some small patches (~10k).
• Each patch is an instance, and an WSI image is a bag that 

contains a collection of instances.
• If at least one instance is positive (has tumor), the bag is 

positive.
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whole-slide images (WSIs) of sentinel lymph node

https://camelyon16.grand-challenge.org/Data/

Patchify



Motivation
• Most MIL models for analyzing WSIs 

use the attention-based MIL (AB-MIL) 
framework, which treats instances 
independently and ignores 
correlations.

•  While follow-up models address this 
by focusing on instance correlations 
within the same category, they overlook 
variations in phenotype, size, and 
spatial diversity, leading to incorrect 
correlations.

• Using rate-distortion theory, we 
quantify the diversity of instances, 
showing both between- and within-bag 
variations.



Proposed Method

• We suggest using global learnable vectors to help network to learning diversity. The global vector will gather similar instance together by 
cross attention.  

• K,V from instance embeddings, Q from the global vectors.

•Two mechanisms to learn a reliable and diverse global vector:

•Positive instance alignment

•DPP diversity loss (theoretical guaranteed).

•A class token to summarize all global vectors for final bag-level classification.
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Positive Instance Alignment (reliable G)

Center of positive bag:

Center of negative bag:

Triplet loss:

Push the global vectors close to the center of positive bags.
Center is updated in a momentum fashion for stable training.
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DPP-based Diversity Loss
• Determinantal Point Process (DPP): a probabilistic model of repulsion to select 

diverse subsets. 
• Instead of using DPP to select subsets, we use it as a differentiable diversity 

measurement.
• It is theoretic guaranteed.
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Objective Function

Cross-entropy 

for bag-level 

classification

Positive instance 

alignment

Diversity loss



Experimental Results

Outperforms all recent SOTAs!



Visualization

Detected 

tumor area

Different global vectors focus on 

different regions of interest.



Thanks for Watching!
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