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Introduction

Fairness in ViT is investigated in several recent works, yet a majority of them 
either sacrifice accuracy for fairness, or require a huge amount of 
computational cost. TADeT [1], a targeted alignment technique, seeks to 
identify and eliminate bias from the query matrix in ViT, but this method 
sacrifice accuracy for fairness. Debiased Self-Attention (DSA) [2] is a fairness-
target approach that enforces ViT to eliminate spurious features correlated with 
the sensitive label. However, it requires costly two-stage training, which is hard 
to deploy in real scenarios.

Fig a. The effect of TADeT. Fig b. The effect of DSA.



To address the aforementioned challenges, we propose FairViT aiming at 
addressing fairness and accuracy concerns. These are our contributions:

• We introduce an adaptive masking framework wherein group-specific masks.
and weights are learned to enhance fairness. We equip the adaptive masking 
with a backward algorithm that optimizes the masks and weights.

• We incorporate an extendable distance loss function manipulating the output 
scores to augment accuracy.

• We conduct extensive experiments on real datasets and demonstrate FairViT 
achieves accuracy better than alternatives, even with competitive computational 
efficiency. Furthermore, FairViT attains appreciable fairness results.



Overview



Adaptive masking
We associate each part (splitted by sensitive groups of the dataset) with a 
corresponding mask and weight. Each part i has a corresponding mask      
and weight     as parameters.



Backward optimization



In comparison to FSCL+ [3], which is our main competitor, FairViT achieves 
a significantly higher accuracy of at least 4.5%. In terms of fairness metrics, 
FairViT showcases excellent unbiased effects.

Baselines



The Vanilla method appears to capture information relevant to sensitive attributes. In contrast, 
FairViT, leveraging adaptive masking, demonstrates a tendency to extract information relevant 
to the target attributes. Furthermore, FairViT generates heat maps [4] that are distributed more 
distinctly and densely in space, potentially indicating enhanced model learning.

Interpretability Study
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