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Handwritten Text Generation

B Accelerate the process of handwritten font design or potentially assist
people with hand impairments
B Enrich the datasets to train efficient text recognition systems
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One-shot handwritten text generation

B Our goal is to imitate user’s writing style from only a single reference,
and generate stylized handwritten texts with any content

Syle Textual{ o DALL-E3 SD Astbresder

/Re quU)\n@‘
style referenc {
/\ \ sample content gy
Writing Efficient s ) 3 » ;
Robot / Convenient User 9U/* @ fall | [ G // fé(@ " 25 N
(> J Time-saving @ o @

\ {b WM never W{ W ﬁ DotpoetOb

courage J" Wnte by hand \ , —

&
\(\\U\ askmg ‘9\)“\ M
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Challenges

Limitation of existing methods

B Previous handwritten text generation methods are unsatisfactory:
B Mostly require users to provide a few reference samples (typically 15),
making them inconvenient to use
B Rarely achieve one-shot generation and perform poorly in emulating
handwriting styles, due to their simple style encoder design (e.g., CNN)

Challenges

B Accurately extract writing style from only one provided reference sample
B Background noise is commonly present in the style samples, further increasing
the difficulty of style extraction



Overview

Proposed Method

B Style-enhanced Module
B Gate Mechanism
B Conditional Diffusion Model



Motivation
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B High-frequency components have more pronounced character contours, clearly
showcasing the style patterns (character slant and cursive connections)

B Incorporate the high-frequency information of the reference sample to
enhance the style extraction




Overall Pipeline

One-DM: One-Shot Diffusion Mimicker for Handwritten Text Generation
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Style Reference

B The style-enhanced module independently extract spatial and high-frequency
style features from reference sample and its high-frequency information

B The gate mechanism selectively filters out background noise from the reference
style features, allowing only meaningful style patterns to pass
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One-shot Style Learning
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Laplacian style extraction

B Use Laplacian kernel to extract high-frequency components from one-shot sample
B Align the high-frequency information from the same writer to explicitly encourage to learn
discriminative writing style (e.g., glyph slant)
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One-shot Style Learning
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Background noise suppression

B Extracted spatial style features are fed into a gate layer to obtain

the corresponding gate units
B Each unit determines the pass rate for the corresponding feature,
enabling a higher pass rate for informative style features
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Conditional Diffusion Model
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W Learned content feature £, and two style features F;,,and Fy, are first fused in
a cross-attention, followed by a self-attention, to obtain a merged condition g

B The diffusion model progressively synthesizes the handwritten text images with
controllable content and style conditioned on g
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Handwritten text generation

B Quantitative Comparisons with the SOTA methods

Method Shot

Styled Evaluation

Style-agnostic

IV-Ss 1IV-U OOV-5 OOV-U

FID|  GS|

TS-GAN [J)]  One 118.56 128.75
GANwriting [27] Few 120.07 124.30
HiGAN+ [15]  One 117.33 116.95
GC-DDPM [12] One 99.86 105.73
WordStylist [14] One 98.10 104.27
HWT [3] Few 109.25 106.90
VATY [46] Few 103.75 101.73
Ours (One-DM) One 89.47 98.36

127.11
125.87
121.55
112.52
109.45
116.55
111.64
93.30

136.67
130.68
121.48
118.39
115.52
113.52
108.76
102.75

20.65 4.88x1072
28.37 5.67x1072
22.95 2.06x10~2
19.05 1.31x102
18.58 2.85 x1072
18.99 4.41x1073
16.03 1.74x102
15.73 1.98x10 3

B Our One-DM outperforms other methods across all evaluation metrics
B Even surpasses the previous methods that require 15x more references
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Handwritten text generation

Quialitative Comparisons with the SOTA methods
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Our One-DM vyields hlgher quallty results in terms of style imitation
and structure preservation

14



Application to other languages
B Quantitative evaluations of our One-DM and competitors

Source N& & Ef Ayl ' ¥ ﬁE EE m EJK N ;fE\ E /I'ck,‘\'
; * _> ] \ - - x & Table 5: Quantitative comparisons
X A0 AL iy S ¥ & s 4 Al \
GANw. "= 74} 7P 4 J’/ / 7@ z’ fi. s € o i 2k F:‘ < with competitors on styled handwritten
AR . A0 f’\ _L&:{)'% ]57:« :Ij;, :f;,ji {_;’f ,"}_3,.1(8; character generation in terms of FID.
AR Tia "j e €S éi‘ \‘R— ‘(,/. “7\‘ t% 23“7\ ,&E Method Chinese Japanese
R M 4 E| 1 AXE A GANwriting [27] 11649 111.86
{ T . m‘}l’ﬁi}@ i 2 E» HWT [3] ) 165.74  148.66
E b | hERE Al VATY [16] 139.91  124.98
# }j 1 7 ﬁf : {% \1/\ R WordStylist [11 3461  101.93
)P 5 | R AL //«FQ " Ours (One-DM) 2724 95.43

(a) Chinese Script (b) Japanese Script

B Our One-DM can handle handwritten characters in different languages and
ensure the quality of synthetic samples
B Outperform other competitors in terms of FID
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B Qualitative Comparisons with SOTA industrial image generation methods
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(a) Comparisons on handwritten text generation (b) Comparisons on Chinese handwriting generation

B Our One-DM excels industrial methods in style mimicry and content
preservation in different languages



Overview

Background
Proposed Method

B Style-enhanced Module
B Gate Mechanism
B Conditional Diffusion Model

Experimental Results

Conclusion

17



Conclusion

Contributions

B \We propose One-DM for stylized high-quality handwritten text generation,
which only requires a single reference sample as style input

B \We introduce the high-frequency components of the reference sample to
enhance the extraction of handwriting style

B Explore the potential of One-DM in font generation and vector font creation




The End
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Code: https://github.com/dailenson/One-DM



