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• Transformer-based architecture shows great success in computer vision
• Large amount of computation and parameter in transformer structure

Especially, the computational cost of transformer is crucial in high resolution task such as 
semantic segmentation

• In this paper, we analyze the general self-attention mechanism as two parts. 
The first is QKV embedding phase and the second is global non-linear functioning

Background

Self-attention structure
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• Embedding-Free Attention (EFA) structure
Remove the query, key, value embedding phase and focus on the non-linear global 
functioning

Method
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• Encoder-Decoder Attention Transformer (EDAFormer) architecture
Based on our powerful EFA module, we design the semantic segmentation model
−EDAFormer composed with EFA transfomrer block (EFT) in encoder-decoder.

−The decoder leverage the more number of EFA module to the high-level features

Method
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• Inference Spatial Reduction(ISR) method
Reduce the key-value resolution in inference phase.
− Reduce the computation with little performance degradation

− Segmentation specific method by maintained the input-output resolution
҉ In self-attention mechanism, the reduction of key-value resolution does not affect to the output 

resolution 

Method

Overview of Inference Spatial Reduction(ISR) method
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Experiment

Table 1. Comparison with semantic segmentation model Table 2. Comparison with classification model

Table 3. Computation analysis of attention block. The FLOPs and parameters were computed on stage 3 features of 224 × 224 size
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Experiment

Figure 1. Visualization of the attention map, output features and prediction map on ADE20K

Table 4. Comparison with different reduction ration condition of our ISR method


