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SUPERVISED LEARNING'S BREAD AND BUTTER

TODAY WE WILL CONSIDER THE TRADITIONAL SUPERVISED LEARNING SETUP:
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TRAINING SAMPLES Deep NEURAL NETWORK (DNN)
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SUPERVISED LEARNING'S BREAD AND BUTTER

IN PARTICULAR, WE WILL FOCUS ON INSTANCES WHEN A DNN fg IS TRAINED BY
MINIMIZING THE EMPIRICAL MEAN LOSS £(+) OVER THE TRAINING SET:
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THIS IS WHAT IS REFERRED TO AS EMPIRICAL RISK MINIMIZATION (ERM).



THE RISKS OF EMPIRICAL RISK MINIMIZATION

EVEN WHEN ERM LEADS TO HIGH PERFORMANCE ON AVERAGE, THIS CAN CHANGE WHEN
WE LOOK AT SPECIFIC GROUPS:

Wildlife image classification (wahetal, 11; sagawa et al, 20)

Input: image of a bird Label: bird type
—> water  land

EXAMPLE AND SLIDE ADAPTED FROM LIU ET AL., “JUST TRAIN TwiICE: IMPROVING GROUP ROBUSTNESS WITHOUT TRAINING GROUP INFORMATION" (2021)



https://www.youtube.com/watch?v=hzrfsbM1I48&ab_channel=EvanLiu
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THE RISKS OF EMPIRICAL RISK MINIMIZATION

EVEN WHEN ERM LEADS TO HIGH PERFORMANCE ON AVERAGE, THIS CAN CHANGE WHEN
WE LOOK AT SPECIFIC GROUPS:

Wildlife image classification (wan etal, 11; sagawa et al. 20)

97.3% average test accuracy

Input: image of a bird Label: bird type 22.6% on D o B
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THE RISKS OF EMPIRICAL RISK MINIMIZATION

EVEN WHEN ERM LEADS TO HIGH PERFORMANCE ON AVERAGE, THIS CAN CHANGE WHEN
WE LOOK AT SPECIFIC GROUPS:

Wildlife image classification (wahetal, 11; sagawa et al, 20)

97.3% average test accuracy

Input: image of a bird Label: bird type 22.6% on D o B

> water land backgrounds

WE ARE THEREFORE INTERESTED IN MAXIMIZING THE WORST GROUP AcCCURACY (WGA):

WGA(fB,P) = min - Ex y)~p(x,yl9) [l (f9(x) - y)]

96{1)2: 7k}

EXAMPLE AND SLIDE ADAPTED FROM LIU ET AL., “JUST TRAIN TwiICE: IMPROVING GROUP ROBUSTNESS WITHOUT TRAINING GROUP INFORMATION" (2021)
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BIAS MITIGATION

THERE IS A PLETHORA OF BIAS MITIGATION METHODS
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BIAS MITIGATION

THERE IS A PLETHORA OF BIAS MITIGATION METHODS

THESE CAN BE:
I. GROUP SUPERVISED: WE ASSUME GROUP LABELS DURING TRAINING

k
2. GROUP UNSUPERVISED: WE DO NOT ASSUME GROUP LABELS DURING TRAINING



*THE REALITY OF UNSUPERVISED METHODS

IN PRACTICE, UNSUPERVISED BIAS MITIGATION METHODS NEED GROUP LABELS DURING
MODEL SELECTION TO AVOID SELECTING A BIASED MODEL:
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*THE REALITY OF UNSUPERVISED METHODS

IN PRACTICE, UNSUPERVISED BIAS MITIGATION METHODS NEED GROUP LABELS DURING

MODEL SELECTION TO AVOID SELECTING A BIASED MODEL:
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SELECTED MODEL IF VALIDATION GROUP LABELS ARE UNAVAILABLE

THE SELECTED HYPERPARAMETERS LEAD TO A MODEL NO BETTER THAN AN ERM MODEL!



OUR WORK

HoOw CAN WE DESIGN A BIAS MITIGATION METHOD THAT DOES NOT
REQUIRE GROUP LABELS FOR EITHER TRAINING OR MODEL SELECTION?



CIRCUMVENTING PRIVILEGED INFORMATION: INSIGHTS



CIRCUMVENTING PRIVILEGED INFORMATION: INSIGHTS

INSIGHT #I (NAM ET AL. AND LIU ET AL.): SAMPLES WITH SPURIOUS CORRELATIONS ARE
LEARNT BEFORE SAMPLES WITHOUT THE SPURIOUS CORRELATION
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CIRCUMVENTING PRIVILEGED INFORMATION: INSIGHTS

INSIGHT #I (NAM ET AL. AND LIU ET AL.): SAMPLES WITH SPURIOUS CORRELATIONS ARE
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PREVIOUS WORKS [, 2] EXPLOIT THIS BY LOOKING AT A PRE-DETERMINED "TIME SLICE’

[1T NAM ET AL. "LEARNING FROM FAILURE: DE-BIASING CLASSIFIER FROM BIASED CLASSIFIER." NEURIPS 2020.
[2] LU ET AL. "JUST TRAIN TWICE: IMPROVING GROUP ROBUSTNESS WITHOUT TRAINING GROUP INFORMATION." /CML, 20O21I.



CIRCUMVENTING PRIVILEGED INFORMATION: INSIGHTS

INSIGHT #2: TRAINING LOSS HISTORIES ARE VERY INFORMATIVE SIGNALS
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CIRCUMVENTING PRIVILEGED INFORMATION: INSIGHTS

INSIGHT #2: TRAINING LOSS HISTORIES ARE VERY INFORMATIVE SIGNALS
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CLUSTERING SAMPLES BASED ON THEIR TRAINING HISTORIES PRODUCES A DATA SUBSET
WITH A HIGHER PROPORTION OF SAMPLES WITHOUT THE SPURIOUS CORRELATION!



TARGETED AUGMENTATIONS FOR BIAS MITIGATION



TARGETED AUGMENTATIONS FOR BIAS MITIGATION

WE PROPOSE TARGETED AUGMENTATIONS FOR BIAS MITIGATION (TAB), A NEW
HYPERPARAMETER-FREE GROUP-UNSUPERVISED BIAS MITIGATION PIPELINE:

/@ Train Identifier Helper Modem @ Cluster History Embeddings \ @ Generate Group-Balanced Set\ /@ Train Robust Model \
/
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Train @ model from scratch with the

Keep track of each sample's train Split each class into two by clustering Rebalance clusters by upsampling data
k loss throughout every epoch &amples based on their loss historie% \ points from the smaller cluster / K newly augmented dataset J

OUR APPROACH EXPLOITS THE TRAINING HISTORY OF AN IDENTIFICATION MODEL TO
GENERATE A GROUP-BALANCED DATASET FROM WHICH A ROBUST MODEL CAN BE TRAINED



TARGETED AUGMENTATIONS FOR BIAS MITIGATION

TAB FIRST TRAINS AN ERM MODEL WHILE KEEPING TRACK OF THE LOSS ACROSS ALL
TRAINING SAMPLES AND EPOCHS:

/(D Train Identifier Helper Modem

Epoch

Keep track of each sample's train
\ loss throughout every epoch /

hy = [(f oo (20, ¥0), £(f g0 (X, ¥1), £ (F g (), ¥1)]

THE LOSS DURING TRAINING PROVIDES VALUABLE INSIGHTS INTO WHICH CONCEPTS ARE
PRESENT OR MISSING IN A SAMPLE.



TARGETED AUGMENTATIONS FOR BIAS MITIGATION

WE THEN IDENTIFY ERROR GROUPS BY CLUSTERING THE LOSS HISTORY EMBEDDING SPACE
FOR EACH CLASS LABEL:

@ Cluster History Embeddings \
k-Means OODT
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Split each class into two by clustering
\samples based on their loss historieﬂ
gi = ClusterLabel(hi, 2—Means(Hl)) FOR ALL h; € H;

WHERE H;: = {hj lyj = l} IS THE SET OF HISTORY EMBEDDINGS FOR SAMPLES IN CLASS [




TARGETED AUGMENTATIONS FOR BIAS MITIGATION

NEXT, WE GENERATE A GROUP-BALANCED TRAINING SET BY UPSAMPLING EACH MINORITY
CLUSTER TO MATCH THE SIZE OF THE MAJORITY CLUSTER.

@ Generate Group-Balanced Seﬁ
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WE DO SO BY RANDOMLY UPSAMPLING ELEMENTS FROM THE MINORITY CLUSTER .



TARGETED AUGMENTATIONS FOR BIAS MITIGATION

FINALLY, WE TRAIN A ROBUST MODEL USING ERM ON THIS GROUP-BALANCED DATASET:

/@ Train Robust Model \

2 f OTaB (X)

Train @ model from scratch with the
\ newly augmented dataset /




TARGETED AUGMENTATIONS FOR BIAS MITIGATION

SO HOW DOES TAB PERFORM IN PRACTICE?



KEY RESULTS TL;:DR

Method - {Hypers} || Even-0dd (p =99%) cMNIST (p = 98%) Waterbirds CelebA BAR CUB
G-DRO - {n, Ae,} || 57.66 £ 6.76 59.29 + 3.27 68.54 £+ 1.75 85.74 + 0.69 N/A N/A
g ERM - {n, A\, } 55.98 + 13.85 46.97 + 8.71 44.86 + 1.11 34.81 + 0.26 29.56 + 1.78 16.67 £ 0.00
< LfF - {q} 2.97 + 3.36 48.45 + 5.83 51.14 + 1.08 40.00 + 0.00 29.56 + 2.35 14.44 + 3.14
O JTT- {T, Mup} 79.32 + 1.76 57.21 + 3.59 44.50 + 0.45 37.78 + 2.83 30.98 + 2.00 12.22 + 1.57
% MaskTune - {7} 72.82 4+ 3.08 13.94 4 7.37 35.67 + 1.75 37.04 + 1.14 17.61 4 1.54 10.00 £ 7.2
[ TAB (ours) - 0 81.85 £+ 2.39 63.26 + 2.50 55.92 4+ 1.80 40.00 + 1.20 38.94 + 1.03 | 18.89 + 1.57
s G-DRO-{n, X\, } 58.97 £ 6.79 94.83 £ 0.55 97.19 £ 0.28 92.67 £ 0.14 N/A N/A
-  ERM- {m, Xe, } 85.52 + 12.09 91.22 4+ 0.26 97.68 + 0.06 95.45 + 0.04 56.93 + 1.13 74.81 £ 0.29
< LfF - {q} 60.29 + 13.53 90.48 + 1.17 97.46 + 0.12 95.22 + 0.02 55.96 + 1.25 74.00 & 0.67
g JTT - {T, A} 93.12 + 4.74 92.13 4+ 1.13 97.71 + 0.11 94.77 + 0.05 58.00 + 2.34 69.92 4 0.10
< MaskTune - {7} 92.60 + 5.02 83.25 4 3.26 98.15 4 0.04 95.32 + 0.07 50.66 & 1.38 70.07 4 0.97
TAB (ours) - 94.98 + 3.37 93.28 + 1.09 97.52 + 0.09 94.67 + 0.05 61.11 + 0.94 72.98 + 0.34

TAB ACHIEVES BETTER WORST-GROUP ACCURACIES THAN COMPETING APPROACHES WHILE
MAINTAINING A COMPETITIVE MEAN ACCURACY COMPARED TO ERM MODELS
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