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This paper presents a novel framework MinD-3D and 
comprehensive dataset fMRI-Shape for 3D brain decoding.
Project page: https://jianxgao.github.io/MinD-3D.

• We propose and, for the first time, demonstrate the feasibility of a 
novel task called Recon3DMind.

• We introduce the first large-scale fMRI-3D dataset, fMRI-Shape, 
with 14 participants, supporting various experiments settings.

• We present a novel framework, MinD-3D, for 3D brain decoding.

Illustration of the MinD-3D Framework.

Performance of Our Proposed MinD-3D

• It utilizes a pretrained encoder to extract features from fMRI frames.
• A transformer-based diffusion model is used to generate visual 

features based on the fMRI features.
• An adapted 3D generator is employed to create 3D object meshes 

conditioned on the generated visual features.

Performance on Out-of-Distribution Testing

Data Acquisition Process
• Render 3D objects from ShapeNet into 8-second videos for participants.
• Map the fMRI signals to 2D images and select the visual ROIs.

Individual Differences in Brain Activation Patterns

Details of fMRI-Shape Dataset

• It confirms significant variation across subjects, surpassing differences 
in object responses, posing a great challenge for OOD testing.


